Introduction to SPSS

Dataset: Wintergreen Study.
Student attainment, motivation and background characteristics. Total of 50 observations.

Locate winter.xls on Blackboard and save this file to your Documents folder.

Data set for the Wintergreen Study
	ns
	aa
	pe
	sm
	ae
	r
	g
	c

	1
	93
	19
	1
	2
	0
	0
	1

	2
	46
	12
	0
	0
	0
	0
	0

	3
	57
	15
	1
	1
	0
	0
	0

	4
	94
	18
	2
	2
	1
	1
	1

	5
	82
	13
	2
	1
	1
	1
	1

	..
	..
	..
	..
	..
	..
	..
	..




Notation 
· NS: Each student is assigned a respondent number.
· AA: Academic ability shows exam scores for 50 students.
· PE: Parent’s education indicates the number of years of education experienced by parents.
· SM: Student motivation is assigned as 0 for not willing, 1 for undecided and 2 for willing.
· AE: Advisor evaluation is recorded as 0 for fail, 1 for succeed or fail and 2 for succeed.
· R: Religious affiliation is represented by 0 for catholic, 1 for protestant and 2 for jewish.
· G: Gender is assigned 0 for male and 1 for female.
· C: community type is designated by 0 for urban and 1 for rural.
Running SPSS 24. 
i) To run SPSS 24 click on the Start button, select All Programs, choose SPSS Statistics 24 and then click on ‘IBM SPSS Statistics 24’. If SPSS 24 cannot be found you need to install (see below).
ii) Choose Close to begin with a blank spreadsheet.

Installing and running SPSS 24. 
i) Click on the Start button and select All Programs. 
ii) Choose Program Installer. Select SPSS 24 inc. AMOS from the list of available software and then click on the Install button.
iii) Close the program installer window.
iv) To run SPSS 24 click on the Start button, select All Programs, choose SPSS Statistics 24 and then click on ‘IBM SPSS Statistics 24’.
v) Choose Close to begin with a blank spreadsheet.

Transfer data from an excel file into SPSS.
Choose File, Open, Data.
Select File Type Excel.
Locate file and click Open. (For the class this file will be winter.xls, see page 1.)
Specify whether variable names are included in the first row of the data, before clicking OK. (Note that winter.xls contains variable names.)
Saving data in SPSS format.
Select File, Save and supply a name with which to save your work. SPSS appends its file extension as .sav


Tasks


1. Load winter.xls into SPSS.
2.  In the Wintergreen study, to what extent are academic ability and parents’ education related to one another? Use scatterplot of the data to assess any relationship. 
3. Assess the above by using the correlation coefficient. 
4. Are students from urban communities rated similarly to those from rural communities in terms of their advisor evaluation?
5. Do students in each of the three groups of advisor evaluation have similar average values in terms of academic ability scores?
6. What are the effects of parent’s education (pe), gender (g) and community type (c) on academic ability (aa)?


Tips for task 2
From the Graphs pull-down menu, select Legacy Dialogs followed by Scatter/Dot. You will see a dialog box asking you to choose a type of scatterplot. Click on Simple Scatter and then the Define button. Choose variable “aa” for the y-axis and choose variable “pe” for the x-axis. Next, click the Titles button, type “Scatterplot” for Title Line 1, type “academic ability and parents’ education” for Title Line 2, and click the Continue button. Finally, click the OK button and take a look the chart that is produced. Can you see any relationship between these two variables?
Tips for task 3
The correlation coefficient is a statistic commonly used to assess the strength of a relationship between two variables that are linearly related each other. To obtain the correlation coefficient, from the Analyze pull-down menu, select Correlate then choose Bivariate. When you see the relevant dialog box, select the variables “aa” and “pe”, and choose the Pearson correlation coefficient, then click the radio buttons for two-tailed test of significance and Flag significant correlations. Finally click OK to run the Correlation procedure.

Tips for task 4

One of the most common ways of looking at the association between two categorical variables is to use the chi-square statistic.
a) To answer this question, we need to cross-tabulate the two variables and look at the percentage of students from each community type who were evaluated into each of the three categories of likelihood to succeed. We would then test the similarity of the two distributions using the chi-square statistic.
b) To create the cross-tabulation, from the Analyze pull-down menu, select Descriptive Statistics then choose Crosstabs. When you see the dialog box, select community type “c” for the row variable and advisor evaluation “ae” for the column variable, then click the Statistics button. In the next dialog box, click the box next to chi-square, then press the Continue button. Next, click on the Cells button and select the Observed count box, as you will be interested in the number of cases in each cell of the table, and the Row percentages box. Click the Continue button, then click the OK button.

Tips for task 5
In this question, we are interested in an independent variable that has more than two groups. We need to use the analysis of variance (ANOVA) procedure, a one-way ANOVA. From the Analyze pull-down menu, select Compare means, then choose One-Way ANOVA. After you see the dialog box, select academic ability “aa” as the dependent variable and advisor evaluation “ae” as the factor (that is, the independent variable). Click the Options button. In the Statistics box, choose Descriptive and Homogeneity of variance to test whether or not the groups had equal variances (an assumption of the ANOVA procedure). Now click the Continue button to return to the original dialog box, then press the OK button to run the procedure.

Tips For Task 6
[bookmark: _GoBack]To conduct this analysis (i.e. regression), from the Analyze pull-down menu, select Regression, then choose Linear. When the dialog box appears, select “aa” as the dependent variable and “pe”, “g” and “c” as the independent variables. Choose the Statistics button and click on the boxes to specify estimates, model fit, and descriptives. Then click on Continue to return to the main regression dialog box. Finally, click on the OK button to run the analysis.
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